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Abstract

This paper briefly synthesizes arguments about the sources of technological diversity within industries, the mechanisms through which it may affect technical advance, and offers some exploratory empirical evidence suggesting that technological diversity stimulates innovation.  Policy implications are also considered.
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1. Introduction

      Dating from Marshall's [1920] claim that, "The tendency to variation is a chief cause of progress..."  (p. 355), diversity of actors, activities and artifacts within industries has been periodically touted as one of the great strengths of capitalist economies in spurring innovation,  technological change and economic growth. On the basis of their pioneering case histories of 61 innovations, Jewkes, Sawers and Stillerman [1958] underscored "the virtues of eclecticism," emphasizing that, in light of the uncertainty of both the sources and outcomes of innovative activity, "safety would seem to lie in numbers and variety of attack."  (p. 184)   More recently, Nelson [1990] and Nelson and Winter [1982] reiterate the importance of such diversity for economic growth, placing diversity at center stage in the evolutionary advance of industries, and arguing  that the chief advantage of capitalism over central planning owes to the latter’s advantage of generally offering “a wide variety of ways in which existing technology could be improved, and several alternative paths towards achieving any of these.”(Nelson [1990])  As a consequence, Nelson argues that  “the capitalist innovation engine” represents a “…viable way of assuring multiple sources of initiative, with real competition among those who place their bets on different ideas.”(Nelson [1990])

 
In the rich theoretical discussion and the qualitative evidence put forward by Nelson, as well as by Metcalfe [1997], Jewkes, Sawers and Stillerman [1958] and others, the basic proposition that diversity in innovative activities stimulates technical advance has taken a variety of forms. There are a range of arguments regarding possible sources of technological diversity and the ways in which such diversity may stimulate technical advance and economic growth.   However compelling these arguments are, there is little direct evidence of the influence of  such diversity on technical advance.  The questions of how diversity influences technical advance and industrial performance, its sources and the importance of its effects are all important for understanding the determinants of technical advance. Also, unless one maintains that markets left to their own devices yield some socially desirable degree of technological diversity, these questions are also important for policies that may affect both its sources and effects. In this paper, we wish to focus attention on these issues by briefly synthesizing arguments about the sources of technological diversity, the mechanisms through which it may affect technical advance, and offer some exploratory empirical evidence on its effect on innovation. 

 In Section 2 of this paper, we briefly review the notion of technological diversity and its sources.  In Section 3, we consider the different ways that technological diversity may affect technical advance.  In Section 4, we use cross-sectional, industry-level data from Levin et al. [1987] and the Federal Trade Commission to examine the relationship between technological diversity and the rate of technical advance.  In Section 5, we briefly consider implications of our findings.

2.  Brief remarks on the sources of  diversity in innovative activities
 

       The claim that variety within industries is a source of progress is  broad.  Variety can take many forms, including the different technologies, products and processes that characterize a given market, the presence of firms within an industry with distinctive features (e.g., sizes, competences, organizational structures, strategies and perceptions), or the heterogeneity of different firms’ innovative efforts.  In this paper, we focus on the diversity that may exist across the innovative efforts of firms within industries, encompassing the broad technological initiatives with which firms are involved, the more specific problems that different firms work on in their R&D,  and the distinctive approaches they may adopt to solve these (cf. Malerba [1992]).  

Once we take diversity of innovative activities across firms as our focus, then it is logical to consider as sources of such diversity the distinctive characteristics of firms, including their histories, capabilities, strategic visions and perceptions.  These firm-specific features should generate greater intraindustry differences in innovative activity to the extent that other conditions are present. Most importantly,  rapid change and uncertainty with regard to the future of a market or a technology will give perceptions and strategic objectives more latitude to roam. In addition,  limitations on the abilities of firms to change—a subject of a voluminous literature—underpin the importance of firms’ distinctive histories and associated capabilities (Nelson and Winter [1982]).  

Given the common reliance of firms’ R&D activities on extramural knowledge, we would further expect firms’ R&D activities to be more differentiated to the extent that firms are exposed to a richer and more varied knowledge environment (Nelson [1995], Dosi, [1997], Cowan, David, and Foray [2000],  Breschi, Malerba and Orsenigo [2000]).  Along with the firm’s existing expertise, the knowledge environment affects innovation by suggesting new initiatives (e.g., new product or process ideas), by enabling the firm to execute existing projects more efficiently, or by overcoming bottlenecks encountered in product development, manufacturing or marketing activities.  If one then thinks of  the idiosyncratic perceptions and capabilities of firms as leading them to interpret or use the same information differently or to attend to different pieces of information (cf. Cohen and Levinthal [1989]), then one could easily imagine the potential for intraindustry diversity in innovative activity to be greater the more potentially useful information is available--assuming, of course, that there is uncertainty about what the important problems are to work on and how to solve them. One key feature of this knowledge environment is the vitality of the underlying science and engineering; the greater the ferment and rate of change in the underlying knowledge base, the more prolific may be the generation of  ideas and approaches for R&D to pursue.  

As Nelson’s [1993] book on national innovation systems makes abundantly clear, another key feature of the knowledge environment is the broad range of  firms and public organizations standing outside of an industry that provide key knowledge inputs into the innovation process.  These include users, material and equipment suppliers, universities, public research laboratories, independent inventors and so on. Reflecting firms’ incentives in numerous industries to differentiate products, the distinctive needs and tastes of buyers will often drive firms to work on different product features.  The role of  users has been observed to be particularly important in affecting product development in industries such as food or instrumentation (Lundvall [1993]; von Hippel, [1988]).  Similarly, suppliers of components and subsystems play a major role in affecting the diversity in innovative activities of downstream sectors because they as well are characterized by specific attributes, knowledge and  competences.  Thus, each of these sources bring particular interests and capabilities to technical advance within an industry, and any of them may spur the firm to pursue different ways to improve products and processes. Moreover, while the public institutions, buyers and suppliers contribute to the overall technological opportunities facing an industry, the ties to any one of them will be characterized by specific features that further differentiate the knowledge acquired by any one firm.  Moreover, the firms’ own distinctive backgrounds and domains of expertise will again differentiate their evaluation and use of these varied sources of knowledge.

Suggested by the discussion above, another determinant of technological diversity may simply be the number of firms within an industry.  Once one assumes that  firms have different capabilities and perceptions, then the more numerous are the firms within an industry, the more likely a wider variety of R&D projects will be undertaken and a greater number of the possible approaches to solve technical problems will be pursued.  Although a single firm may embrace Nelson’s [1961] logic and see the wisdom of pursuing parallel different approaches to solving a problem, it is unlikely that one firm will either entertain as many approaches or take those approaches as far as would a number of different firms characterized by distinct capabilities, perceptions and so on (cf. Nelson [1992], Metcalfe [1997]).
   


Our discussion implies that the extent of diversity in innovative activities should vary across industries with the degree of uncertainty about the future directions of  technology and market demand, the vitality of the underlying knowledge base, the organizational sources of knowledge and associated ties to firms, and  the number of competitors.  Diversity in innovative activities should also, however, vary over time within industries.  One factor suggested by Klepper [1996] to drive such change is increasing returns to firm size in R&D, which should dampen diversity in the long run by causing the number of competitors to drop. The dynamic pattern postulated by Utterback [1994] also suggests a reduction in technological diversity over time, although in his model that reduction is exogenous, marked by the emergence of a dominant design yielding standardization in both the product and the manufacturing process.  Both of these models suggest that industries will tend to become more concentrated, less heterogeneous and less innovative over time.  Although this pattern holds for numerous industries (Klepper [1996]), it does not hold in others such as computers where firm heterogeneity increased with the introduction of new technologies and products (Bresnahan and Malerba [1999]). 

3. Links between diversity in innovative activities and technical change

       Given numerous sources of diversity in innovative activities within industries, how might such diversity affect the rate of technological change in an industry?  The broader literature on R&D and technological change suggests a range of mechanisms. In this section, we  consider three ways by which diversity in innovative activity may influence technological change, and identify these as a "selection effect", a "breadth effect", and a "complementarity effect." 

3.1  Selection Effect

      Reflected in the work of Nelson and Winter [1982], Metcalfe [1997] and others who write largely from an evolutionary perspective is the "selection effect."  This notion considers the effect of diversity where there is one goal, competing or mutually exclusive approaches to achieving that goal and uncertainty about which of these approaches is best.  The basic intuition of  Evenson and Kislev [1976] and Nelson [1982] is that the more approaches there are to a given technological objective, the greater the likely contribution to technical advance (in terms of improvements in product quality or performance, or manufacturing cost) of the approach that a firm or market ultimately selects.  Similarly, expressed in terms of product market competition, the more competing variants there are of a product, the better the expected quality of the winning variant (cf. Holbrook et al. [2000]). 

An illustration of the selection effect is provided by the early history of the semiconductor industry when the technological objective of miniaturization was pursued through different competing approaches, including particularly the reduction in size of discrete components such as creation of circuits without the need to develop single components; and the construction of several connected elements on a single monolithic semiconductor piece (the integrated circuit).  The market ultimately select the latter approach (Malerba [1985], Holbrook et al. [2000]). 


What might condition the degree to which the selection effect advances technology?  From the simple intuition that suggests the importance of the number of possible approaches to a particular problem, one might infer that the number of firms within an industry and thus market structure may also be key.  As considered in Cohen and Klepper [1992a], the argument linking the number of firms within an industry and contribution of the selection effect to technical advance is that the more firms there are within an industry with differing capabilities and perceptions, the more likely the industry collectively will entertain a greater share of the possible approaches to a technical problem.

The number of firms in a market may also condition the selection effect’s impact on technical advance through its effect on the intensity of competition.  Presumably, the more intense the competition within an industry, the sooner a market should move toward a “winning” technological approach or product variant. The link, however, between the number of competitors and competitive intensity is not a linear one, with growth in the intensity of competition likely leveling off beyond the presence of only a modest number of competitors (cf. Bresnahan and Reiss [1991]).  The relationship between competitive intensity and technical advance may itself also be complicated by possible incentive effects.  If intensity of competitive pressure actually ends up dampening ex post appropriability of profits due to innovation, by leading, for example, to more rapid product substitution or leapfrogging, firms may have less incentive to invest in innovation to begin with (cf. Cohen and Levin [1989]).  There is, however, little empirical evidence that market concentration (i.e., ex ante market structure) per se affects industry R&D intensity once other industry level determinants of R&D investment are controlled. 

Finally, heterogeneity in consumer tastes may attenuate selection pressures by nurturing different market niches. The creation of such niches to satisfy buyers’ heterogeneous needs and tastes may also, however, provide in the long run for a larger pool of similarly capable technological competitors to compete head-to-head. 

4.2 The Breadth Effect

A second mechanism refers to the extent to which firms within an industry pursue distinct, non-competing and independent approaches to innovation: the "breadth effect."  Actually, this is the basis for Marshall's argument that "variation is a chief source of progress" [1961: 355-359] and has been considered implicitly by Jewkes, Sawers and Stillerman[1958] and more explicitly by Cohen and Klepper [1992a, 1992b].  The simple idea is that if there are diminishing returns to conducting R&D for any one technological objective, an industry will offset the effects of diminishing returns and hence increase its rate of technical advance by working toward different objectives. 

In almost all industries, firms may conduct R&D on different facets of the production process or product. In the history of the semiconductor industry, for example, firms have consistently pursued different R&D activities concerned with different features of the same product. In integrated circuits, firms may pursue innovation related to bipolar technology which allows for faster devices or MOS technology which allows for lower power consumption, lower manufacturing costs and higher circuit density.  In addition, manufacturers of integrated circuits have developed different types of products, including standard integrated circuits to be manufactured on a large scale, custom integrated circuits which can reach high complexity and optimal circuit design (with high development costs and long development time) or in application-specific integrated circuits. 

Determinants of the breadth effect include the physical nature of the products and processes that condition the potential performance dimensions of a product or manufacturing process.  Also, the nature of competition and that of user needs and consumer tastes will also determine the different features of a product that will be improved. Thus, the breadth effect turns on the number of features of a product that are susceptible to improvement, and of those, which can affect competitive performance or buyer welfare.  These determinants of the breadth of innovative activity may change over time, however, as competitive conditions,  buyers’ tastes and needs and technology evolve.  For example, as consumers became concerned in the 1970’s and later with the fuel efficiency of automobiles and large household appliances (e.g., furnaces, water heaters, refrigerators), a new domain of R&D activity opened up in each of those industries. Or more recently, consumers have become more concerned with the environmental impact of producing a wide range of goods, to the point where “green” products can occasionally command a market advantage even though the performance features of a “nongreen” product may be no different. 

4.3 The Complementarity Effect

A third effect of diversity on the rate of technical progress occurs when the knowledge generated through the pursuit of different innovative activities may be combined to achieve complementarities, raising the marginal productivity of firms’ R&D efforts. Such complementarities are realized simply because the information generated in the course of one  R&D activity may be usefully exploited in another.  These different R&D activities may be undertaken across different firms or within the same firm. Complementarities across such related activities may again be illustrated by the semiconductor industry where advancing miniaturization of single circuit components allowed the continuous increase in the integration of more components into a single integrated circuit.
The complementarity effect has both static and dynamic dimensions.  The literature on R&D spillovers has considered the static complementarities that may exist across the R&D activities of different firms.  Indeed, the prospect of such complementarities has been identified by Levin and Reiss [1984] and Levin [1988] among others as offsetting the negative incentive effects on R&D spending typically associated with R&D spillovers.  Turning this latter point around, however, suggests that when complementarities are realized across the R&D activities of rivals, firms’ R&D expenditures will not necessarily increase because the same information flows that yield these complementarities may also undermine R&D incentives by diminishing appropriability.  These are offsetting effects of nonpecuniary R&D spillovers across rivals, and which effect will dominate will depend on a range of other factors (cf. Cohen and Levinthal [1989], Ceccagnoli [2000]). 

 Perhaps the key determinant of the complementarity effect of diversity are the information flows which affect the likelihood of information from one activity being applied to some advantage in another. Factors that affect the strength of information flows across rivals include geographic proximity (e.g., Silicon Valley), the degree to which the different activities of rivals are related (cf. Jaffe [1986]), the means that firms within an industry use to protect their innovations,
  the degree to which intellectual property protection facilitates licensing and cross-licensing,  informal ties and networks across individuals (von Hippel [1987]), the importance to an industry’s firms and personnel of  the norms of open science that entail more active publication and public presentation of results (cf. Cockburn, Henderson and Stern [1999]), and the extent of joint ventures and other alliances, among others.

Complementarity effects may also take a dynamic form when mutually self-reinforcing feedbacks across innovative activities yield increasing returns over time.  In some instances, once set in motion, dynamic complementarities yield enduring advantages for a firm and conceivably, though not necessarily (as discussed below), for an industry.  The software industry illustrates dynamic complementarities when new operating systems stimulate new application programs, which in turn stimulate further refinements in the operating systems.  For example, the development and refinement of the DOS operating system stimulated new application programs and graphic interfaces such as Windows, which in turn elicited further advances in operating systems.  Similarly, the development of a new programming language has occasionally elicited improvements in other programming languages, which in turn stimulated technical advance in the previously developed language.  Another example is observed in the information and communication technology industry, which reveals significant dynamic complementarities often related to the Internet. The emergence of a new packet-switching transmission technology has stimulated the development of broadband multimedia applications, which in turn have elicited further advances in the transmission technologies and in the underlying network to reduce the congestion and improve the quality of applications.

The question of whether these dynamic complementarities are best realized by one or many firms or benefit from multiple firms focuses our attention on the factors that condition the links across firms’ R&D related capabilities, particularly those that affect the division of innovative labor in a market (Arora, Fosfuri and Gambardella [1999]).  As Nelson and Winter’s [1982] work would suggest, to the degree that knowledge from different activities is tacit, or intense interaction in real time and continuous mutual adjustment between related R&D activities is essential, then complementarities may be more fully achieved if the activities are housed within the same firm (Langlois and Robertson [1996]).
3.4 Mechanisms and Effects

By naming different ways in which diversity in innovative activity may affect technical advance, we do not want to suggest that these mechanisms necessarily function independently of one another.  For example, breadth may be thought of as reflecting the number of distinct technological objectives upon which the selection effect may work.  The selection and complementary effects may also be tied to one another in the sense that as selection does its work, potential sources of useful information can be lost to the market.
  

As this last point suggests, the mechanisms that put diversity to work in the cause of technical advance do not do so in straightforward ways; tradeoffs are often involved.  For example, as discussed below, selection effects may make diversity self-limiting in the face of increasing returns to either firms or technologies.  Also, although a larger number of firms within an industry may contribute to technological diversity, having a larger number of firms implies that the firms are smaller (assuming constant demand), and, as a consequence, lacking the appropriability advantage of larger size, the firms will not pursue as many R&D projects at the margin (Cohen and Klepper [1996]). Breadth effects are also necessarily constrained to the extent that the pursuit of different classes of R&D activity are subject to increasing returns.  The power of intraindustry information flows to stimulate innovative effort via the complementarity effects of R&D spillovers will be limited by the negative appropriability incentive effects associated with those same flows. 

4. Empirical Analysis 

In this section, we use the cross-sectional survey data gathered by Levin, Klevorick, Nelson and Winter in 1983 to examine the empirical relationship between industries’ technological diversity and innovative performance, where the latter reflects the rate at which new products and processes are introduced.  Our operationalization of the notion of technological diversity is a limited one, restricted to diversity in the broad classes of innovative activity that may be pursued by firms within an industry.  Data limitations do not permit us to consider whether these different activities are carried on by the same or different firms, and thus prevent us from considering the effects on technical advance of cross-firm differences.  Moreover, our measure of diversity reflects the range of different generic innovative activities that may be pursued within an industry, but not  the number of different, competing approaches employed in the pursuit of any one objective.  Accordingly, to the extent that we capture some influence of  diversity in innovative activities on innovative performance, this would work through the mechanisms of  the  breadth or complementarity effects, not the selection effect. In light of the limitations of our measure of technological diversity, the complexity of the nature and effects of  diversity in innovative activities within industries, and the cross-sectional character of our data, one should interpret our exercise as an exploratory and limited examination of the relationship between diversity in innovative activities and industrial innovative performance.

4.1 Data and Measures

We use the Yale survey data on interindustry differences in appropriability and technological opportunity conditions in the U.S. manufacturing sector (Levin et al. [1987]) and the Federal Trade Commission's Line of Business Program data.  Drawn from the Yale survey, our measure of technical advance is survey-based and subjective.  To construct this measure, denoted as INNOV, we use the two survey questions which asked respondents (R&D laboratory managers) to score on a seven-point Likert scale the rates at which new products and processes were introduced in their industries during the 1970s.  We construct our measure as the industry mean

score, summed over both questions.  Levin et al. [1987] defined an industry at between the three and four digit SIC level to concord with the FTC line of business definitions.

To construct our measure of the diversity of an industry's innovative activities, denoted as ACTDIV, we again use the Yale survey data.  The survey provides seven-point Likert scale measures of the extent to which eleven broad classes of innovative activity are pursued by the industry as a whole.  More precisely, for each industry, the survey asks the degree to which each of these activities are "engaged in consistently and repeatedly." The eleven different classes of innovative activity include five forms of process innovation and six forms of product innovation.  Considering process innovation first, these include: changing the scale of production; mechanization or automation of manual labor, improving the process yield; improving the properties of input materials; converting batch to continuous processes; changing the scale or dimensions of the product; improving the physical properties of the product; improving the performance characteristics of the product; moving toward a standardized or dominant product design; designing products for specific product market segments; and tailoring products to the needs of individual customers.

ACTDIV is constructed as the number of these eleven innovative activities that attain an average score of five or more (out of seven) for a given industry.  Thus, our measure of technological diversity reflects the number of different broad types of innovative activity pursued within an industry.  In our sample, the average number of such activities pursued is 2.2 and the mode is 1.  The range is five, spanning from zero to a maximum of 5.  The major problem with this measure is that the categorization of the different types of technological activity is quite coarse.  For example, just one of the eleven activities considered, namely "improving the performance characteristics of the product," can itself reflect a broad range of distinct activities.  On the other hand, decomposing each of the activity categories would raise questions of cross-industry comparability of types of innovative activity.  A second problem with the measure is that some of the innovative activity scores are closely correlated with one another.

4.2 Effect of Technological Diversity

To probe the influence of ACTDIV on the rate of technical advance, INNOV, we control for each industry's mean R&D intensity, denoted as IRDI.  Thus, we first consider whether industries pursuing broader sets of innovative activities realize higher rates of technical advance given the same mean R&D intensity.  Using the FTC's Line of Business Program, we construct our measure of industry R&D intensity as company-financed business unit research and development expenditures expressed as a percentage of business unit sales and transfers over the period 1975 through 1977.  We restrict our sample to the 114 industries with three or more business unit R&D intensity observations.  We subsequently restrict the sample to the 69 industries for which the Yale survey obtained at least three responses.  

Table 2 presents the results for the two following specifications:

(1) INNOV = 0 + 1 IRDI + ;

(2) INNOV = 0 + 1 IRDI + 2ACTDIV + ,

where  is a random error term which is assumed to be normally distributed.

In equation (1), we simply examine the effect of mean R&D intensity, IRDI, on INNOV to assure ourselves that our subjective measure of technical advance is performing sensibly.  As previously observed by Levin et al. [1985] and Nelson and Wolff [1994], the effect of mean R&D

intensity on INNOV is considerable.
  In column 1 of Table 2, we see that for the less restricted sample containing 114 industry-level observations, IRDI explains 14% of the variance in INNOV, and in the sample restricted to the 69 industries with at least three responses to the Yale survey, it explains 24% of the variance.

In equation (2), we examine the effect of technological diversity by adding ACTDIV to the specification for both samples.  The results are striking.  In the first, less restricted sample, ACTDIV almost doubles the variance explained by raising the R squared to .24.  In the second, more restricted sample, the results are almost equally impressive, raising the R squared from .24 to .34.   The estimated coefficient of ACTDIV is positive and, of course, highly significant for both samples.  Thus, we find that, for a given R&D intensity, industries pursuing a broader set of innovative activities introduce product and process innovations more rapidly than otherwise.

Technological diversity could increase the rate of an industry's technical advance in a second way.  Rather than increasing the rate of advance given some mean R&D intensity, it could also increase the rate of technical advance by increasing mean R&D intensity.
  To probe this possibility, we regress industry mean R&D intensity (IRDI) against ACTDIV alone, and then 

against ACTDIV combined with a set of variables that control for the three broad classes of industry-level factors commonly thought to affect innovative activity, namely appropriability (APPROPRIABILITY), technological opportunity (TECHOPP) and demand conditions (PELAS,

INCELAS, DGROWTH) (cf. Cohen and Levin [1989]).
  The results for both specifications for the restricted and unrestricted samples are presented in Table 2.  For either sample, we observe that ACTDIV exercises no significant influence on IRDI notwithstanding the presence of the control

variables.

In summary, our results suggest that, controlling for industry R&D intensity, technological diversity within industries is associated with higher rates of technical advance.  Recall, however, that our measure of diversity does not reflect innovative activities which are either themselves competing or yield outcomes, such as different variants of a product, that are competing.  As a consequence, to the extent that our results reflect influence of technological diversity on industrial innovation, that influence will likely reflect the breadth or perhaps the complementarity effects of

diversity, not the selection effect.  To the degree that the selection effect is important, one would expect the relationship between technological diversity and the rate of technical advance to

be even stronger than that observed.

Although there is ample reason, as argued above, to believe that technological diversity might stimulate technical advance, it may well be that the range of innovative activities and the rate of innovation are co-determined  by the nature of technological opportunities or changing demand and market conditions. Thus, our  cross-sectional empirical results do not necessarily show that  diversity in innovative activities is an exogenous determinant of innovative performance.  Recall that our measure of  diversity in innovative activities reflects the number of eleven possible forms of generic R&D activity that may be undertaken within an industry.   One might easily imagine that firms within an industry may move more toward emphasizing one or more of these, such as the improvement of product performance features or designing products for specific product market segments, due to the evolving nature of competition in conjunction with new developments in the underlying science or engineering knowledge base.  In this case, one might argue that this industry’s innovative performance and its diversity of R&D activities are both a function of a growing importance of product differentiation and the nature of technological opportunities.  Even if our measures of technological diversity and innovative performance are co-determined, however, one might then argue that the exogenously determined diversity of those technological opportunities contribute to innovative performance.  However, this is not reflected in our right hand side measure of technological diversity.  More generally, whether our particular estimating equation and measures reflect an exogenous effect of technological diversity on the pace of innovation depends partly on the source of that diversity.
   Since our empirical result may therefore reflect some degree of co-determination or even endogeneity, we interpret our result as indicating a strong relationship—though not necessarily a causal one—between  technological diversity and technical advance.  Accordingly, our results provide encouragement for further efforts at modeling, data gathering and empirical testing.

5. Discussion

Building on a rich and varied literature growing out of the work of Jewkes, Sawers and Stillerman, Nelson and others, we have suggested that the sources and determinants of  diversity in innovative activities  are numerous.  Moreover, that same literature suggests several ways  through which such diversity may advance technology.  Although our exploratory empirical results support the proposition that diversity in the innovative activities of firms advances innovation, our more qualitative discussion also highlights the complexity, interrelationships and tradeoffs characterizing the underlying processes.  

Because the forms, sources and impacts of  diversity in innovative activities are sufficiently complicated and contingent, the statement that there is some “optimal degree of technological diversity” that can be known ex ante is naïve.
  There is little reason to believe, however, that markets left to themselves will generate a degree of  technological diversity that could not be improved to society’s benefit.   For example, some scholars have suggested that markets left to their own may drive out technological diversity “too much or too soon.”  Specifically, due to pressures imposed by increasing returns to firm size in R&D (Cohen and Klepper [1996], Klepper [1996]), or increasing returns to technologies (Arthur [1989], David [1985]), the selection process  may operate over time to diminish technological diversity within industries, as either large firms come to dominate their industries in the former case, or possibly inferior technological standards become “locked in” the latter.  The dominance of  Intel in the semiconductor market illustrates the former and Microsoft’s realization of network externalities through the adoption of its Windows program as the standard PC operating system illustrates the latter (and perhaps the former as well). Policy remedies to address increasing returns to firm size in R&D can include vigorous antitrust enforcement, as well as support for start-ups and industry entry.  With regard to lock-in, David [1987] suggests that government may have a relatively short time to intervene effectively against a self-reinforcing, technologically inferior standard, possibly through public procurement or R&D subsidies supporting possible alternatives. 


We can also expect the standard public good market failure that undermines firms’ incentives to conduct basic research (Nelson [1959], Arrow [1962]) to limit a market’s ability to support the advance of the science and engineering knowledge base that spawns technological diversity, often in unanticipatable ways (cf. Nelson [1959], Rosenberg [1994]).  Thus, public support for basic research should also advance the cause of technological diversity.  Similarly, neither the profit incentives of firms nor the incentives to achieve eminence on the part of  academics may be sufficient to support the mechanisms and the bridging institutions that may enhance  the information processing and flows that might foster the commercialization of otherwise underutilized knowledge originating from “public research.”  


In addition to playing a useful role in supporting information flows between public research and industry, policy can also play a critical role in supporting information flows across rivals and thus contribute to the complementarity effect of diversity.  For example, in the early history of the semiconductor industry the forced licensing of AT&T’s fundamental transistor technology and the absence (relative to today) of trade secrecy laws (and norms) restricting the mobility of personnel  played a key role in diffusing key information across rivals and supporting the entry and growth of numerous firms (Mowery and Nelson [1999], Holbrook et al. [2000]).  While liberal intellectual property policies supporting R&D spillovers also dampen appropriability incentives, the broader point is that intellectual property policies should be structured in a way that strikes a balance in the tradeoff  between the complementarity and appropriability incentive effects of intraindustry R&D information flows.


Finally, as suggested above, the evolving and often differentiated needs of buyers and consumers should contribute to technological diversity within industries.  Although one might think that buyers and suppliers incentives alone should support this function, von Hippel’s [1988] prescription for firms to seek out “lead users” and Christensen’s [1997] argument that suppliers’ attachments to large existing buyers sometimes blind firms to the importance of new technologies might suggest otherwise.  In order to maintain a certain level of variety,  the histories of the computer and semiconductor industries suggest that the government may on occasion usefully play the role of an “experimental customer” (Malerba, Nelson, Orsenigo and Winter [2000]) by supporting new technologies or approaches that are initially riskier than or inferior to established ones. 
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Table 1

Influence of Diversity on Technical Advance

(Standard errors in parentheses)

Dependent Variable = INNOV

Unrestricted Sample


Restricted Sample


(1)
(2)
(3)
(4)



Intercept
3.693
2.957**
3.632**
3.062**


(0.124)
     (0.213)
     (0.127)
     (0.214)



IRDI
0.219*
0.226**
0.222**
0.227**


      (0.050)
     (0.047)
     (0.049)
     (0.046)



ACTDIV

0.143**

0.122**



     (0.035)

     (0.038)



R2
.144
.258
.237
.340



N
114
114
69
69



* Significant at the .05 confidence level

**Significant at the .01 confidence level

Table 2

Determinants of Industry R&D Intensity

(Standard errors in parentheses)

Dependent Variable = IRDI

Unrestricted Sample

    
Restricted Sample


(1)
(2)
(3)
(4)



Intercept
1.941**
-1.970
2.065**
-10.856**


    (0.386)
 [1.725)
    (0.513)
     (3.410]



ACTDIV
    -0.028
      -0.026
     0.028
     -0.042


    (0.069)
(0.066)
    (0.102)
     (0.090]



APPROPRIABILITY

0.099

1.121*



(0.235)

     (0.448)



TECHOPP

0.368

0.868*



(0.221)

     (0.341)



PELAS

   0.329**

0.0175



      (0.104)

     (0.167)



INCELAS

      1.257**

1.356**



     (0.328)

    (0.388)



DGROWTH

0.209

      0.026



(0.156)

     (0.234)



R2
.002
.207
.001
.313



N
114
114
69
69



* Significant at the .05 confidence level

**Significant at the .01 confidence level

Table A1

Sources of Technological Diversity

(Standard errors in parentheses)

Dependent Variable = ACTDIV





Unrestricted Sample

Restricted Sample
(1) (2)

Intercept



3.236**


3.037

(0.449) (0.639)

NSOURCE



0.670**


0.310

(0.138) (0.218)

NFIELD



0.045



0.263a
(0.110) (0.142)

R2



              .221



   .096

N




   114



     69

aSignificant at the .10 confidence level

*Significant at the .05 confidence level

**Significant at the .01 confidence level

� Later, in his “Recent Evolutionary Theorizing about Economic Change” [1995] and in “Why do firms differ, and how does it matter?” [1991], Nelson discusses the role of variety in evolutionary processes and the reasons behind intraindustry firm heterogeneity in capabilities and strategies.  





�  In this paper we will use the terms variety, diversity and heterogeneity interchangeably.


  


� In a recent article entitled, “Bringing Silicon Valley Inside,” Gary Hamel [1999] implicitly assumes that large single firms can, at least to some degree, emulate the diversity of a market.


 


� As expressed in Cohen and Klepper [1992a], the simple logic is that, “…if there are X firms in the industry and the probability of any approach being pursued by a firm is p, then the likelihood of any approach not being pursued by any firm in the industry is (1-p)X..” 





� Patents and the use of first mover advantages to protect the profits due to invention tend to support information flows more readily than the use of secrecy.





� Complementarities affecting technical advance are also obviously realized across different functional activities such as production, organization and marketing (Mansfield [1968], Milgrom and Roberts [1990]).  Similar complementarities have also been highlighted by  Kline and Rosenberg's [1986] discussion of the interactions and feedbacks that may occur across the different stages of the innovation process as well as other functions.  For example, activities in design and development may stimulate a firm's research activities; production may stimulate a firm's development activities; marketing may guide a firm's research activities.





� One might believe that the bundling of innovative activities in single firms may imply that industries with a few large multiproduct firms subject to less selection pressure are more likely to retain the lessons of failed R&D efforts than more competitive industries with numerous, smaller firms which may yield a faster selection effect, but with the losers disappearing together with their failed approaches. Firms that fail, however, can make important contributions to the advance of technology. Holbrook et al. [2000] highlight the contributions of Kurt Lehovec of Sprague Electric to the integrated circuit which ironically grew out of the firm’s failed attempts to achieve miniaturization through hybrid circuit development. Specifically, Lehovec's patent covering diode isolation of conjoined transistors was critical to successful integration of active elements on a semiconductor monolith.  Every firm making monolithic ICs used Lehovec's patent, which Sprague widely licensed.





� An examination of  the correlations between the industry average scores for each technological activity for the 126 lines of business covered by the Levin et al. [1987] dataset suggest that the most highly correlated scores are those reflecting the pursuit of most of the different forms of process innovation, including changing the scale of the production process, mechanization or automation of manual labor, improving process yield and converting batch to continuous processes, where the correlations (except that between converting from batch and improving input materials) tend to be above .40 and significant. The correlations between the scores of the other types of innovative activity tend to be below .30, and mostly insignificant. 





� Nelson and Wolff [1994] also found INNOV to be closely  correlated with a measure of labor productivity growth derived from the Census data, suggesting that our measure of technical advance is reasonably reliable.





� In a similar spirit, Cohen and Klepper [1992a, 1992b] suggest that the more noncompeting approaches to innovation pursued by a firm within an industry, the greater will be its R&D intensity relative to other firms within that industry.





� A number of these variables were also constructed from the Levin et al.  [1987] survey of appropriability and technological opportunity conditions in American manufacturing.  Survey respondents were asked to rate (on a seven-point scale) the effectiveness of six mechanisms used by firms to capture and protect the returns to new processes and new products.  These mechanisms included patents to prevent duplication, patents to secure royalty income, secrecy, lead time, quickly moving down the learning curve, and complementary sales and service efforts.  For a line of business, APPROPRIABILITY is constructed as the maximum score received by any one of these mechanisms for either process or product innovation.  To measure technological opportunity, we construct TECHOPP as the maximum score for the relevance to an industry's R&D of eleven fields of basic and applied science.  To represent industry demand conditions, we use industry estimates, previously developed by Levin [1981], of price elasticity (PELAS) and income elasticity (INCELAS), and a time shift parameter (DGROWTH).  These and similar measures have been used in numerous empirical studies of R&D intensity (e.g. Levin, Cohen and Mowery [1985], Cohen, Levin and Mowery [1987] and Nelson and Wolff [1994].





� The Yale survey data permit a partial exploration of the impact on the diversity of innovative activity of  two of the possible sources briefly considered in Section 2 above: the number of extraindustry sources of knowledge and the number of different fields of science and engineering relevant to an industry's innovative activities.  In this exercise, ACTDIV becomes our dependent variable.  To construct a measure of the number of knowledge sources relevant to technical advance within a line of business, denoted as NSOURCE, we use the set of questions from the Yale (Levin et al. [1987]) survey that ask respondents to evaluate the importance (on a seven-point Likert scale) of the contributions of nine extramural sources of knowledge to technical progress within each line of business.  Extramural sources of knowledge include upstream suppliers of raw materials and equipment, downstream users of the industry's products, government agencies and research laboratories, universities, suppliers of equipment used in research, professional or technical societies, firms within the line of business, and independent inventors.  We will assume a source is relevant if its score within a line of business is five or greater.  We constructed a measure of the breadth of the underlying science and engineering that is relevant to technical advance within an industry, denoted as NFIELD.  The Yale survey provides a measure of the relevance to an industry's R&D of each of eleven basic and applied scientific fields for each line of business (Levin et al., 1987) The basic sciences include biology, chemistry, geology, mathematics, and physics.  The applied sciences include agricultural science, applied math/operations research, computer science, materials science, medical science, and metallurgy. We construct NFIELD as the number of scientific fields relevant to an industry where a score of five or greater on a seven-point Likert scale is assumed to signify relevance.  In Table A1, we see that in the unrestricted sample, NSOURCE has a significant effect on technological diversity, but NFIELD does not.  For the restricted sample, in contrast, NSOURCE no longer has a significant effect, but NFIELD does at the .10 confidence level.  We underscore the descriptive character of these results since the specification is incomplete; the sources of technological diversity are more numerous and their action is much more complex than reflected in this exercise.  Moreover, alternative explanations for the results may be entertained.  In particular, the direction of causality may run in the opposite direction from what we have suggested.  Specifically, firms may decide on how they want to improve their product or process, and then search for information across fields of knowledge as well as across different extramural sources.





� Recall that Jewkes, Sawers and Stillerman (JSS) argued against the existence of some ideal firm type for advancing technology, when they stated, “It may well be that there is no optimum size of firm but merely an optimal pattern for any industry, such a distribution of firms by size, character and outlook as to guarantee the most effective gathering together and commercially perfecting of the flow of new ideas” [1969, p. 168].  We similarly suggest that, even as JSS may have pushed the literature ahead in their embrace of firm differences, they may not have rendered a service in suggesting the possibility of an “optimal pattern for any industry,” at least not one that can be known ex ante.
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